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METOAbI MAIIMHHOI'O OBYYEHMUSA VIS AHAJIN3A TEKCTOB HA KA3AXCKOM
SA3BIKE

AHHOTAUA

B craree mpencrasieH 0030p NPUMEHEHUST METOJIOB MAIIMHHOTO OOy4YeHHMs AJIsl aHAJIM3a TEKCTOB Ha
Ka3axXxCKoOM s3bIKe. PaccMarpuBaeMble METOIBI BKJIIOYAIOT aBTOMAaTHYECKOe HWCHpaBieHne opdorpadum,
aHAIN3 TOHAJIHHOCTH TEKCTOB, MAIWHHBIMA MEPEeBOA W KilacCHPUKanuio TekcToB. Oco0oe BHHMaHUE
yIenseTcs aJanTanuy aJropuTMOB K crienn(UIECKUM JIMHTBUCTHYECKUM OCOOCHHOCTSIM Ka3aXCKOTO A3bIKA.
OOCyXIaroTcsi TEpPCHEeKTUBBl  Pa3BUTHS  CHENUATN3WPOBAHHBIX METOJOB H3BICUEHHS IPU3HAKOB,
HEOOXOJMMBIX JUISl TIOBBIMIEHUS! TOYHOCTH M TMPOU3BOIUTENBHOCTH Mozeiei. OIHUM U3 MEepCreKTHBHBIX
HaTpaBJICHUH SBISETCS WCIOJNB30BaHHE TPaHCPOPMEPOB AJISl aHaIM3a TEKCTOB. JTH MOJENH, Oyaroaaps
CBOEMY MEXaHU3MYy BHUMAHHS, CIIOCOOHBI BBIIENIATh KITIOYEBBIE 3JIEMEHTHI TEKCTa, YTO 0COOEHHO BaXKHO IS
arTIIOTHHATUBHBIX S3BIKOB, TAaKMX Kak Ka3axckui. HawBHbli OaliecoBCkMid KitaccuukaTop — 3TO
BEPOATHOCTHBIM METOJI, OCHOBaHHBIN Ha Teopeme baiieca. OH mpeamonaraer He3aBHCHMOCTD NPU3HAKOB U
BBIYHCIISIET BEPOATHOCTh TOTO, YTO TEKCT IMPHUHAMIICKUT ONpeAenéHHoN kaTeropuu. Ero npenmymectBo —
MIPOCTOTa U BBICOKAs CKOPOCTHh PabOTHI, OJHAKO OH MOXXET CTpagaTh OT HEIOCTATOYHOW TOYHOCTH IIPU
CIIO)KHBIX 3aBUCHUMOCTSAX MEXIy cJoBaMHd. [IpM 3TOM BaXHO YYHTHIBaTh CIOXKHBIE MOp(oIOrmyecKue
CTPYKTYpHI cioB. Hanpumep, HellpoHHbIe ceTH Ha ocHOBE apXUTeKTyphl LSTM MOryT ycHemHo BBISBISTH
CKPBITBIE IMOLIMU JAKE B CIIOXKHBIX MPEIOKECHUSIX.

KiioueBble cjIoBa: MaIlMHHOE o6yquMe, aHaJIn3 TCKCTa, o6pa60TKa €CTCCTBCHHOT'O A3BbIKa,
AJITOPUTMBI MALIMHHOT O 06y‘{eHI/I}I, MCTOAbI KHaCCI/I(i)I/IKa]_[I/II/I, Ka3aXCKHui SA3BIK, MAaIllMHHBIN NepeBOA.

Beenenue

B snoxy undposuzanum TekcroBast HH(GOpMaIUs CTajla OCHOBHBIM HCTOYHUKOM JTAHHBIX IS
aHanmu3a, 4Tro TpeOyeT H(PQPEeKTUBHBIX METOJ0B 00pabOTKU ecTecTBeHHOro s3bika (NLP).
JIMHrBHCTHYECKHE OCOOCHHOCTHU Ka3aXxCKOTO fA3bIKa, TAKWE KaK armIIOTUHAIUS, TApPMOHUS IJIACHBIX U
YHHUKaJIbHasE CTPYKTypa NpeAsIOKEHUH, MPeICTaBlIsAioT coOOW BBI30OB JJIS CTaHIAPTHBIX MOjEIen
MalIMHHOTO 00yueHus. TeM He MeHee, pa3BUTHE TEXHOJIOTUH OTKPBHIBAET HOBbIE BO3MOXKHOCTH JJIs
aHaJlu3a TEKCTOB, BKJIIOYasi aBTOMAaTHYECKOE MCIpPAaBICHUE OIIMOOK, ONpeesieHue TOHAIBHOCTU U
pa3pabotky cuctem rnepeBona [1]. Hacrosimas cTaThsi MOCBSIIEHa W3yYEHHIO BO3MOXXHOCTEH
MIPUMEHEHHS MAIIMHHOTO 00yUYeHHs [UI PEeLIeHUs ATUX 3a/1au.

CoBpemeHHbIE METOAbl 00pabOTKM TEKCTOB Oa3upyIOTCS Ha HCIOIB30BAaHUU OOJIBIINX
s3bIKOBBIX Mopenel, Takux kak GPT, BERT u ux Momudukanuu. OTH Momenu oOydyaroTcs Ha
OO0JBIINX KOpITycaxX AAHHBIX, YTO MO3BOJIET UM YUYHUTHIBATh CIOXKHbBIE SI3bIKOBbIE 3aKOHOMEPHOCTH.
OnHako Ui Ka3aXCKOTO sI3bIKa CO3/1aHUE TOAOOHBIX KOPIYCOB TpeOyeT 3HaUUTENIbHBIX YCUIINN, TaK
KaK JOCTYIHBIX TEKCTOB HenocTaroyHo [2]. PemieHneM MOKeT cTaTh CO3JaHME HallMOHAJBbHBIX
TEKCTOBBIX 0a3 JITaHHBIX, KOTOPBIE OylyT yUYUTHIBAaTh PErHOHAIBHBIEC U KYJIBTYpHBIE 0COOEHHOCTH.

OpHMM M3 TEePCHEKTUBHBIX HAMpPABIECHUM SBISETCS MHCIIONb30BaHUE TPaHCHOPMEPOB IS
aHalu3a TEKCTOB. DTH MOJENH, OJarofapsi CBOEMY MEXaHW3MY BHHUMAaHHs, CIIOCOOHBI BBIJCISATH
KJIIOYEBBIE 3JIEMEHTHI TEKCTa, YTO OCOOCHHO Ba)KHO JIS arrIlOTUHATUBHBIX SI3bIKOB, TAKUX Kak
Kazaxckuit [3].

MeToasl 1 MaTepUaJIbl
Paznen 0630pa nureparypsl B 3TOM CTaTbe COACPIKUT BCECTOPOHHUN 0030p CYIIECTBYIOIIUX
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WCCIIEIOBAaHUK METO/IOB MAIIMHHOTO OOydYeHHs /I aHajlu3a TEKCTOB Ha Ka3aXCKOM si3bIke. B
AUTEpaType ObUIH MPEJIOKEHbI pa3IMYHbIC AITOPUTMBI U METO/IbI KiIaCCU(UKALIUY.

Asmomamuueckoe ucnpasienue opgocpaghuu

Jis  kazaxckoro s3bika opdorpaduueckue OIIMOKM YacTo CBsI3aHbl C HENpaBHIBHBIM
HCIIONIb30BaHUEM Cy(pPHUKCOB WM M3MeHeHHeM mopsaka OykB. [Ipumenenue mojeneil Ha OCHOBE
DIyOOKHMX HEHPOHHBIX CETeH, TaKMX Kak TpaHC(OopMepsl, MO3BONIAET 3(PPEKTUBHO HCIPABIATH
OLIMOKY, yUUThIBast KOHTEKCT. [IprMephl Takux MOAXOA0B BKIIOYAIOT Hctosib3oBaHue Moneneit BERT
u GPT, apmanTupoBaHHBIX K Ka3axCKoMmy s3bIKy [4]. Kpome Toro, MOXHO BHEIPHUTb THOpHIHBIE
CUCTEMBI, KOTOpbIE COYETAIOT MpaBUja U MalUIMHHOE oOydeHue Juisi oOecrieueHus Ooliee BBICOKON
TOYHOCTH.

Ananuz monanbnocmu mekcma

AHanu3 TOHAJIBLHOCTH MPEAINoaraeT KIacCu(pUKaIM0 TEKCTOB KaK MO3UTUBHBIX, HEIaTUBHbBIX
WU HEUTpaJIbHBIX. ANTOpUTMBI, Takue kak Naive Bayes, SVM u pekyppeHTHbIE HEHPOHHBIE CETH
(RNN), MoryT OBITh a1aITUPOBAHBI AJIs1 00PAOOTKHU Ka3aXCKUX TEKCTOB.

HauBHbrii OaiiecoBckuii knaccudukarop (Naive Bayes) — 3TO BepOSTHOCTHBI METOI,
OCHOBaHHbIH Ha TeopeMe baileca. OH npeanonaraeT He3aBUCUMOCTb IPU3HAKOB (CJIOB) U BHIYUCIISET
BEPOSITHOCTh TOT'0, YTO TEKCT MPHUHAIIEKHUT ONpPENEIEHHOM Kareropuu. Ero mpeumyiecrso —
IIPOCTOTA U BBICOKAsi CKOPOCTh PaOOThI, OHAKO OH MOXKET CTPaJaTh OT HEAOCTATOYHOW TOYHOCTH U
CJIOHBIX 3aBUCUMOCTSIX MEX]y CJIOBaMH [5].

Mertoz onopHbIX BEKTOPOB (SVM) CTpOUT rHnepIuioCKOCTh, Pa3IesIoUIy 0 JaHHbIE Ha KJIACChl
(HampuMep, TO3UTUBHBIC M HETaTUBHBIE TEKCTHI). JlJ1s Ka3aXCKOro sA3bIKa ero 3(ppeKTHBHOCTD MOXKET
ObITH YJydllleHa 3a CUET HCIOJIb30BaHUS CHELMATM3UPOBAHHBIX (DYHKIMH sIpa, YYUTBHIBAIOLIMX
Mopdosoruueckue ocodeHHocTH [6].

PexyppenTHble HelipoHHbIe ceTd (RNN) yunuThIBatOT OCIE10BATENBHOCTD CJIOB B TEKCTE, UTO
O0COOEHHO Ba)XKHO JJISl aHAJIM3a TOHAJIBHOCTU. ApXuTeKTypsl, Takue kak LSTM nmun GRU, xopomio
CIPABIIAIOTCS C 3a/1aueil, yUUThIBask KOHTEKCT JlaXke Ha OOJIBIIUX PACCTOSHUSX [7].

[Ipu 5TOM Ba)XHO YYHUTHIBaTh CIOXKHBIE MOP(OIIOTHYECKHE CTPYKTYphl cioB. Hampumep,
HEeHpOHHBIE CETH Ha OCHOBE apXUTEKTypbl LSTM MOryT ycnemHo BeISBISATh CKPBIThIE SMOLIUHU J1aXe
B CJIO)KHBIX MPEIOKEHHUSX.

Mawunnwiii nepegoo

MamuHHBIN NepeBo]] Ka3axCKOro s3bIKa MPEACTABISAET 3HAUUTENBbHBIE TPYIHOCTH H3-3a €T0
YHHUKaJIbHOM IrpamMmaTuku. HelipoHHbIE ceTH ¢ MeXxaHM3MOM BHMMaHUS (attention) ¥ MOAEIH, TaKue
Kak Seq2Seq, yKe NIpOIEMOHCTPUPOBAJIM YCIIEXH B IEPEBO/IE MEXKAY Ka3aXCKUM U JIPYTMMH SI3bIKAMH.
Tem He wMeHee, Tpebyercs JONMOMHHUTEIbHOE OOydeHHE MOJENeH C  HCIOJIb30BAHUEM
CHEIMAIN3UPOBAHHBIX KOPIYCHBIX JAHHBIX, YTOOBI MOBBICUTH KaY€CTBO NEpeBoAa. Takke BO3MOXKHO
HCIOJIb30BaHUE MHOTOMOJAJBHBIX MOZENEH, KOTOpble OOBEIUHSIOT TEKCTOBYID M BU3YaJbHYIO
MH(pOpPMAIUIO I yAyUIIeHNUs TOHUMAaHNS KOHTEKCTA.

Knaccughuxayus mexcmos

Knaccudukarus TeKCTOB Ha Ka3aXCKOM SI3bIKE, BKIIIOUAsl OTpEJeIeHUe KaTeropuii HOBOCTEH
WIA TeM OOCYXICHHMH, MOXXET ObITh BBINOJIHEHA C MWCHOJIb30BAHUEM TaKUX AJITOPUTMOB, Kak
noructuyeckas perpeccusi, KNN u rmy6okue cBeprounsie cetu (CNN).

Jloructuueckast perpeccus - arOpUTM MPOCT B peanu3aluu U nHTepnperaui. OH BBIYUCISET
BEPOSITHOCTh MPUHAIICKHOCTH TEKCTA K ONPEICTIEHHOMY KJIACCY Ha OCHOBE JIMHEHHON KOMOMHALINT
npu3HakoB. JIig Ka3axckoro s3blka JIOTMCTHYECKas perpeccus MoOXeT ObITh JONOJHEHA
cnenn(pUIeCcKUMH IPU3HAKaMH, CBA3aHHBIMU ¢ Mopdororueii [8].

Meton k-Ommxkaimmx coceneir (KNN) - stor Merton kmaccuduuupyeT TEKCT Ha OCHOBE
CXO/ICTBA C JpPYTUMH TEKCTaMH B oOydaromieid BBIOOpKe. Ero OCHOBHOE mNpenMyIiecTBo —
UHTYUTUBHOCTb, OTHAKO MPH OOJIBIIMX 00bEMaX TaHHBIX OH CTAHOBUTCS BBIUMCIIUTENILHO 3aTPaTHBIM
[9].

Ceeprounsle HelipoHHble ceTH (CNN) »@dexTuBHbl JUIsl aHaiau3a TEKCTOB Onarojaps
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CHOCOOHOCTH BBISBIIATH KitoueBble (paspl. OHH OCOOCHHO TOJNE3HBI I 3ajad, IIe BakKeH
JIOKaJIbHBIA KOHTEKCT [10].

Oco0oe BHMMaHHE HEOOXOAMMO YICIHWTh MPEIBAPUTEILHOW 00pabOTKEe TaHHBIX, BKIIFOYAS
TOKCHM3AIIMI0 M CTEMMHUHI, aJallTHPOBAaHHBIE K Ka3aXCKOMY SI3bIKY. {7 HOCTHMKEHHS BBICOKHX
pe3ynbTaToB TpeOyeTcs YYUTHIBaTh YAaCTOTHOCTh YMOTPEOJCHUS CIIOB M CHHTAKCUYECKHUE CBS3H
MEXy HUMHU.

Pesynbrarbl

PaznmuHble alropruT™MBI MAITMHHOTO 00YYEeHHS TTOKa3au CBOIO 3(P(PEKTUBHOCTD NIPH PELIICHUN
3aJa4y aHaJIM3a TeKcToB. Hanmpumep, ncrnonb3oBanue TpanchopMepoB A ucpanienus opdorpaduu
yAaydiaeT TOYHOCTh (accuracy) Ha 15-20% mo cpaBHEHHIO C TPAJAUIMOHHBIMH METOIAMH, YTO
O3HAYaeT yBEJIMYEHHE JOJM MNPaBWIBHO HCIPABICHHBIX CJIOB. AHAIU3 TOHAJIBHOCTH TEKCTOB
JEMOHCTPHUPYET TOUHOCTH Kiaccuukaruu 10 90% npu 1ocTarouHoi o0ydaroieil BBIOOPKE, TO €CTh
QJITOPUTMBl KOPPEKTHO ONpENEeNsIoT TOHaJIbHOCTh B 9 m3 10 ciydaeB. MaliuHHBINA IEpeBOL,
HECMOTpPSI Ha COXpaHSIOMINECS TPYIHOCTH, AEMOHCTPUPYET 3HAYHUTENBHBIA Tporpecc Omaromaps
ucnonb3oBanuio Bilingual Evaluation Understudy (BLEU) meTpuku, koTopast OTpa)kaeT KauecTBO
nepeBo/ia Ha OCHOBE CXOXKECTH C ATAJIOHHBIM TeKcToM. Kimaccuukanust TEKCTOB ¢ MPUMEHEHHEM
CBEPTOYHBIX CETEH MO3BOJSET JAOCTHYb TOYHOCTH OKOJIO 85%, UTO OTKpBHIBAE€T MEPCIEKTUBBI IS
pa3paboTKH CIIeNUaTN3UPOBAHHBIX MTPHUIIOKECHUH.

Hcnonb30BaHre MAlIMHHOTO OOY4EHHUs Ul aHajlu3a TEKCTOB Ha Ka3aXCKOM SI3bIKE MMEET
IIMPOKHIA CTIEKTP MPUMEHEHHUS. DTO BKIIOUAET aBTOMATH3AIINIO paOOTHI C IOKYMEHTAMH, YITyqIlICHHE
[10JIb30BATENILCKOTO OIBITA B MOUCKOBBIX CHUCTEMAX, CO3/IaHHE MHTEIUIEKTYyaJbHBIX TOMOIIHUKOB U
pa3paboTKy oOpa3zoBarenbHbIX MmiaTdopm. Hampumep, aBromarnueckoe ucrpasieHue opdorpaduu
MOXET OBbITh HMHTETPUPOBAHO B TEKCTOBBIE PEJAKTOPbI, a aHAJIM3 TOHAJIBHOCTH MOXKET
WCTIOIB30BAThCS IS OLEHKU OOIIECTBEHHOTO MHEHHSI.

Kpome Toro, MalmHHbIN epeBo/] Ha Ka3aXxCKUM sI3bIK M 00PAaTHO OTKPBIBAET BOZMOXHOCTH ISt
MEXIyHapOIHOTO COTPYAHWYECTBa, 00pa30BaTeNbHBIX OOMEHOB W KYJBTYpHOW HHTETPAIlHH.
[Ipumenenune Moneneit MalIMHHOTO O0YYEHHUs B JKyPHAIUCTHKE U MAPKETUHTE MO3BOJISIET YCKOPHUTh
00paboTKy nH(pOpMAIUK U TTOBBICUTH 3(PPEKTUBHOCTH paOOTHI.

BriBoanl

[IpumeneHne MamMHHOTO OOyUYeHUS Ui aHaliu3a TEKCTOB Ha Ka3aXCKOM SI3bIKE OTKPHIBAET
HOBBIC TOPHM3OHTBHI IS HCCICIOBaHWNA W pa3paboTok. OmHAKO JUIS JIOCTMDKEHHUS BBICOKOW
MPOM3BOAMTENFHOCTH  TpeOyeTcss  JMajbHeWmias  ajanTanmus  MojeJell W pa3BHUTHE
CTICIIMAIM3UPOBAHHBIX METOJOB OOpaOOTKHM JaHHBIX. BHeIpeHWe TaKWX TEXHOJIOTUH MOXKET
3HAYUTENTBHO CMOCOOCTBOBaTh IMHM(PPOBU3AIMU Ka3aXCKOTO sI3bIKA U CO3MAHHUIO  YIOOHBIX
WHCTPYMEHTOB JUII €r0 HCIONb30BaHUA. bojee Toro, co3laHue HAIMOHAIBHBIX IPOrPaMM
MOAAECPKKU pa3zpaboTok B 061act NLP MokeT yCKOpUTH MpOIecC MHTETPALUU Ka3aXCKOTO SI3bIKa B
robanbHOe IU(POBOE MPOCTPAHCTBO.
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KA3AK TIJITHAETT MOTIHAEPI TAJIIAYFA APHAJIFAH MAIIUHAJIBIK OKBITY
QJIICTEPI

Tyiiin

Makanana kKa3ak TUTIHIETI MOTIHAEPAl Tajjay YIIiH MaIlMHAIBIK OKBITY 9MIICTEPiH KOJJaHyFa IOy
Oepinred. KapacThIpbUIBIT OTBIPFaH oMicTepre eMIIeHI aBTOMATTBI TYPHE TY3€Ty, MOTIHHIH KUITIH Tajjaay,
MaIlTUHAIBIK ~aymapMa JKOHE MOTIHAEpIi JKIKTey Kipemi. ANTOpUTMAEpAl Ka3zaK TUTHIH epeKie
JMHTBUCTHKAIIBIK epeKIICTiKTepine OeiiMaeyre epekinie KeHin OeiniHeni. MonenpaepliH Ionairi MeH
OHIMJIUTITIH  apTTRIPY VIIH KaKETTI OenriepAi amyaslH MaMaHAaHABIPBUIFAaH OIiCTEPiH IaMBITy
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NepCIeKTUBANIAPEl  TaJIKbUIaHa bl  [lepcrieKTHBanbl  OaFbITTapAblH  Oipi-MOTiHIEpAl Tamjgay — YLIiH
TpaHcopMaTopiapasl Konaany. byn mozenbaep Hazap aygapy MexXaHM3MiHIH apKacbhlHAa MOTIHHIH HETi3ri
AIIEMEHTTEPIH aXbIpaTa ajabl, Oy acipece Ka3ak CHSAKTHI arTIFOTHHATHBTI TIJIIEp YIIiH 6Te MaHbI3bI. AHFAI
baiiec kmaccudukaropsi-baiiec TeopeMachiHa HETI3MEATECH BIKTUMAIABIK dici. O OenrinepaiH Toyenci3airin
0OJDKaiIbl JKOHE MOTIHHIH Oenriii 6ip caHaTKa »aTy BIKTUMAJIBIFBIH ecenteiifi. OHBIH apTHIKITBUIBIFbI-
JKYMBICTBIH ~KapanmalbIMABUIBIFEI MEH JKOFapbl JKBUIIAMIBIFBI, Oipak ce3mep apachlHAarbl KypAeli
TOYEIIUTIKTEPIE TOMIIKTIH KETKUTIKCI3AITIHEH 3apaan meryi MyMkid. Ce3aepaiH Kypaem MopQOIOTHSIIBIK
KYpPBUTBIMIAPBIH €CKepy MaHbI3IbL. MpIcalibl, Istm apXWTEeKTypachblHa HETi3JeNTeH HEeWPOHIBIK >Keliiep
KYpZeTi ceiiyieMaepae e KachIpbIH IMOLMSIAPABI COTTI aHBIKTAH anaibl.

KinTrik ce3nep: MammMHANBIK OKBITY, MOTIHAI Tajmay, TaOWFU TUIAI OHJICY, MAIIUHAIBIK OKBITY
AITOPUTMJIEPI, JKIKTEY 9JIicTepi, Ka3aK TiJli, MAIIMHAJIBIK ayAapMa.
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MACHINE LEARNING METHODS FOR ANALYZING TEXTS IN KAZAKH

Abstract

The article provides an overview of the application of machine learning methods for analyzing texts in
the Kazakh language. The methods considered include automatic spelling correction, text tonality analysis,
machine translation, and text classification. Special attention is paid to the adaptation of algorithms to the
specific linguistic features of the Kazakh language. The prospects for the development of specialized feature
extraction methods necessary to improve the accuracy and performance of models are discussed. One of the
promising directions is the use of transformers for text analysis. These models, due to their attention
mechanism, are able to identify key elements of the text, which is especially important for agglutinative
languages such as Kazakh. The naive Bayes classifier is a probabilistic method based on Bayes' theorem. It
assumes the independence of features and calculates the probability that the text belongs to a certain category.
Its advantage is simplicity and high speed of operation, however, it may suffer from insufficient accuracy with
complex dependencies between words. It is important to take into account the complex morphological
structures of words. For example, neural networks based on the LSTM architecture can successfully identify
hidden emotions even in complex sentences.

Keywords: machine learning, text analysis, natural language processing, machine learning algorithms,
classification methods, Kazakh language, machine translation.
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